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Using recurrent neural networks trained by Kalman filter to produce geomagnetic
secular variation/acceleration forecasts
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This study proposes a novel neural network approach for improving short-term predictions of the geomagnetic secular
variation (SV), introducing the EKF-RNN, a recurrent neural network (RNN) trained with an extended Kalman filter (EKF).

Traditional methods based on physical simulations suffer from high computational costs and large prediction errors during
sudden events.

We developed the EKF-RNN model by leveraging past geomagnetic observatory and satellite data. The EKF dynamically
updates the RNN’s weights by incorporating the error covariance of the training data, which mitigates overfitting and enhances
the learning process compared to conventional backpropagation. This approach also allows for the estimation of forecast error
covariances while maintaining high predictive accuracy.

In a five-year hindcast experiment from 2004 to 2014, our EKF-RNN model demonstrated superior performance over
existing data assimilation methods, with forecast errors kept below 85 nT. The training and validation datasets were derived
from the MCM model (Ropp & Lesur, 2023), which is based on geomagnetic snapshots from global magnetic observatory
hourly means and data from the CHAMP and Swarm-A satellites (Ropp et al., 2020). The results also suggest improved
interpretability and robustness compared to earlier machine learning models.

This research highlights the potential of data-driven approaches in geomagnetic modeling and is expected to contribute to
the improved accuracy of future geomagnetic field models.
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