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Developing a historical monthly magnetic dataset to resolve the fast core field fluctuations

based on a machine learning algorithm
#Seiki Asari”, Masanori Kurihara?, Naoto Imamura?
DKakioka Magnetic Observatory, Japan Meteorological Agency,” Raithing Inc.

Earth's core magnetic field is known from observations to evolve on various timescales. Among them are the most rapid
variations observed so far, interannual fluctuations (IFs), that have been recently revealed to exist by satellite
magnetormetry missions enabling very dense sampling over the globe (Chulliat et al. 2010). The IFs are thought to
arise from hydromagnetic waves consisting of different modes as theoretically predicted to prevail within the fluid core.
Particularly, a mode called ‘torsional oscillations (TOs)‘ seems most likely responsible for the IFs. Information on the
magnetic field itself and dynamics within the fluid core can possibly be acquired by resolving the interannual TOs.
However, their amplitudes are typically too small (fluctuations of as much as 2nT/yr in the secular variation at the Earth
surface) to be clearly distinguished from those due to the field of the external origins. The precision of the internal-
external field separation has been improved by the advent of the continual satellite missions, while it is much poorer
before. Model variance of the TOs inversely estimated from imperfectly separated core field model downward
continued is considerable (Asari & Wardinski 2018). Highly precise core field models are available for the last 20 years,
but the time length is not sufficient for analyzing the interannual TOs.

In this work, we aim to improve the original monthly mean dataset (simple arithmetic mean of all hourly data for a
month; Chulliat and Telali 2007), by creating an optimized monthly mean dataset back to 1957 based on a machine
learning algorithm. These monthly means are derived from hourly means just as the original ones, while the
contributions from the magnetosphere and ionosphere (external disturbances) are eliminated as much as possible.
These monthly means are estimated by using a machine learning with the following procedure. (1) A gradient boosting
framework called LightGBM is used to predict the external disturbances involved in Kakioka hourly means of a satellite
field model from January 1999 to December 2015. We set the geomagnetic indices (Dst, AE, HMC, their time derivative,
and ap index) and solar zenith distance as input parameters in the machine learning model, and set the external
disturbances as output parameters. (2) The indices for 1957-1998 are applied to the machine learning model to predict
the external disturbances at Kakioka for the same period. (3) The predicted external disturbances are subtracted from
the original hourly data to obtain the hourly means data. (4) The monthly means are calculated by the weighted mean
of hourly data. Such hourly data is downweighted as associated with predictions of large external disturbances or in the
daytime when the Sq is dominant.

In the presentation, the results of the above procedure for three components (XYZ) of the Kakioka magnetic field will
be reported. A significant improvement has been seen in the temporal smoothness of the optimized monthly means,
particularly for X component which tends to be seriously affected by the ring current. Also, the standard deviations of
the monthly X component means are significantly reduced. They are 10-15nT for the optimized ones irrespective of
the solar activity cycle, whereas roughly over 50nT for the original ones around the solar maximum. Although the
accuracy of the prediction of external disturbances degrades backwards in time as the geomagnetic indices get less
reliable, the machine learning can be effectively applied to creating a historical dataset of the optimized monthly means.
It is expected that a core field model optimized for describing IFs are eventually constructed, by using worldwide
monthly mean datasets improved with the optimizing method presented.
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